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DATA COMPRESSION - THE END-TO-END INFORMATION SYSTEMS PERSPECTIVE

FOR NASA SPACE SCIENCE MISSIONS
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Jet Propulsion Laboratory
Pasadena, CA 91109

Abstract. The unique characteristics of compressed data have important implications to the design of
space science data systems, science applications, and data compression techniques. The sequential
nature or data dependence between each of the sample values within a block of compressed data
introduces an error multiplication/propagation factor which compounds the effects of communication
errors. The data communication characteristics of the on-board data acquisition, storage and
telecommunication channels may influence the size of the compressed blocks and the frequency of

included re-initialization points. The organization (i.e. size and structure) of the compressed data are
continually changing depending on the entropy of the input data. This also results in a variable output
rate from the instrument which may require buffering to interface with the spacecraft data system. On
the ground, there exist key trade-off issues associated with the distribution and management of the
science data products when data compression techniques are applied in order to alleviate the constraints

imposed by ground communication bandwidth and data storage capacity.

Missions that anticipate utilizing data compression could improve their information throughput
efficiency by influencing sensor and instrument design that are synergistic with the spacecraft data
acquisition and data management schemes, the science application requirements (including quick look
data analysis), and characteristics of the data collection and downlink communication channels. In
summary, data compression, its application and effects, must be understood in the context of an end-to-
end information system.

1. Introduction

This paper gives an overview on the architecture of the end-to-end information system (EEIS) for
NASA planetary missions, its major constraints, and the effects on the system due to the application of
data compression techniques. Issues surrounding data compression cannot be viewed as technological
issues alone, nor can they be confined to the elements where compression and/or decompression take
place. For a NASA planetary mission, data compression has profound implications to science, mission
design, flight and ground data systems, and mission operations. It is believed that the application of data
compression as a technology onto space missions environment must take into account its propagating
effects on elements throughout the EEIS. As such, a system engineering perspective is crucial to the
successful implementation of a system architecture using data compression.

2. Architectural Overview of the End-to-End Space Science Data System

The End-to-End Information System (EEIS) for a NASA planetary mission can be viewed as a set of
functions, distributed throughout the flight and ground systems that operate cooperatively to collect,
transport, process, store, and analyze the data and information in the mission. Functionally, the EEIS
can be decomposed into two processes: a downlink process and a uplink process. Architecturally, the
EEIS consists of the following key physical components (Refer to Figure 1):

5

PRECEDING PAGE BLANK NOT FI.LMED



Payloads

science j ,i

instruments _'-_Ji

imaging
science

subsystem

FLIGHT

GROUND

t . °

Computing [ J.Facilities

Planetary

Data

System

(PDS)

Figure 1

End-to-End Information System

arliculation &

attitudecontro I

.subsystem

engineering

itsubsystems

Command

and

Data

Subsystem

(CDS)

EELS) Architecture
Spacecraft

i data

1 I stOrage

I frequency
'j subsystem

[ (RFS)

TI

Multi-Mission

Flight

Operations

Center

science ,
planning and

operations

rniss,3n 1

planning and/'
seauencing j

spacecraft _
engineering

operations Icontrol
J

navigation tanalysis

Project Mission Operations

Deep Space
Network

(DSN)

Deep Space

Communication

Complex

(DSCC)

Ground
Communica-

tion

Facility

(GCF)

Network

Operations
Control

Center

(NOCC)



Flight Elements -

Science instruments

Command and Data Subsystem (CDS) including the on-board mass storage
Radio Frequency Subsystem (RFS) including its transmitters

Ground Elements -

Deep Space Network (DSN)
The Multi-Mission Flight Operations Center at JPL
Project-specific Mission Operations Elements:
-- Science planning and operations
-- Mission planning
-- Scheduling and sequencing
-- Spacecraft engineering
-- Operations control
-- Navigation analysis
Planetary Data System (PDS)

2.1 Downlink Description

The downlink process begins at each science instrument or spacecraft engineering subsystem acquiring
science data and/or engineering data. The various instruments and subsystems will concurrently output
its data in the form of CCSDS source packets to the CDS. All data packets will be assembled by the
CDS into CCSDS transfer frames for storing on-board before the transmission via the downlink channel
provided by the Deep Space Network (DSN).

On the ground, the DSN Ground Communication Facility (GCF) is responsible for delivering the
received data at the tracking stations, i.e. the Deep Space Communication Complexes (DSCC), to the
Multi-Mission Flight Operations Center and DSN Network Operations Control Center (NOCC) at JPL.
At the Multi-Mission Flight Operations Center, spacecraft engineering data and instrument engineering
data are processed for spacecraft and instrument health monitoring. Furthennore, science data, in
particular the imaging data, will be processed for science analysis in support of science and mission
operations. The DSN NOCC will perform radiometric data conditioning, VLBI correlation, and
generate earth rotation calibration information. It also has the responsibility for monitoring and
assessing the performance of each DSCC. The facilities, tools, and data provided the Multi-Mission
Flight Operations Center and NOCC will be used by the flight project-specific mission operations
elements such as science planning and operations, mission planning, spacecraft engineering, navigation
analysis, and operations control to perform downlink-related analysis functions. During the operational
phase, the various science teams will access the science data and ancillary data to perform science
analysis from their home facilities. The science data, ancillary data, and associated engineering data
generated and maintained by the Multi-Mission Flight Operations Center will eventually be transferred
to and archived at the Planetary Data System (PDS) for access by the general planetary science
community.

2.2 Uplink Description

The uplink process begins with the development of a long term mission operations plan and a science
planning guide for each mission phase or key subphase based on the mission plan. These long term

plans will then be used to generate a set of short term plans such as a navigation plan, a conflict-free
science plan, and an integrated mission timeline. All these planning activities are performed by the
project-specific mission operations elements, i.e. science planning and operations, mission planning,
spacecraft engineering, and navigation analysis, in a coordinated fashion using the data system services



providedby the JPL Multi-Mission Flight OperationsCenter. The sequencesfor a missionphaseor
subphasewill then be developed. The end result of the sequencegenerationactivity is the weekly
commandloadreadyfor uplink. To deliver thecommandloadto thespacecraftfrom JPLvia DSNGCF
and DSCC,a setof CCSDStelecommandoperationsprocedureswill be executedat both the Multi-
MissionFlight OperationsCenterandtheCDSto ensuresuccessfuldeliveryandaccountability.

On thespacecraft,the CDSwill managethe executionof sequencesby the spacecraftsubsystemsand
deliver thecommandsto theinstrumentsfor execution. As partof the uplink process,the CDS is also
responsiblefor on-boardcontrol of all flight elementsin responseto certainnaturaleventsand fault
protectionin responseto significantanomalyconditions.

3. General Constraints of an End-to-End Information System

In general, the data and information system for a planetary mission is more constrained than its
counterpart for an earth mission. In particular, on the flight side, the primary constraints such as power,
mass, thermal control, and positioning for the planetary missions have direct effect on the design of the
data systems on the spacecraft and instruments. To the science data collection process, the results is
limitations on the data rate, processing power, physical memory size, on-board data storage capacity,
and local communication bandwidth.

The quantity and quality of data transmitted over the space-to-ground communication channel are
limited by the telecommunication link performance. For planetary missions, the distance between the
spacecraft and the earth as well as transmitter power, weather conditions, background noise from target
body, and other factors is a very important parameter for the determination of allowable data rates and

error rates. In addition, from the mission operations perspective, the availability of receiver stations on
the ground, in terms of their tracking time and relative geometry to the spacecraft, is also a constraint
considering the fact that the ground stations of Deep Space Network (DSN) as a multi-mission resource
have always been over-subscribed.

On the ground, as the computer technology advances there has been significant increase in demands on
the ground processing and archiving systems. Pertinent to planetary missions, two chief demand-driven
constraints are observed:

(1) The timely delivery of science data products in large volumes to a community of geographically
distributed investigators is still considered a difficult task due to the limited bandwidth of the
ground communication networks.

(2) As more remote sensing data become available to the general planetary science community, the
rapid access to science data products in the data archive system is constrained by the need to
have prior knowledge about the data formats and information contents (i.e. both in syntax and
semantics) about the products.

Data compression as a technology has long been employed in the planetary missions as of the solutions
to these constraints in order to maximize science return. In the course of its application, there has been
precious lessons learned. The following sections summarize some of our engineering experience in this
area.



4. Effects of Data Compression on End-to-End Information System

In general, compressed data has the following characteristics:

(1)
(2)
(3)
(4)

Reduced data volume

Asynchronous output data
Variable length data
Increased sensitivity to noise (or transmission errors)

These characteristics have important engineering implications to the EEIS. There are benefits and

added complexity to the EEIS. Clearly, benefits gained by the EEIS through the use of data
compression are primarily due to general characteristics (1):

Reduce the overall buffer size requirements throughout the breadth of the EEIS

For planetary missions, this is particularly true for those high-rate instruments employing data
compression techniques to acquire observation data. Not only the instrument internal buffer size
for science read-out data but also the overall telemetry collection buffer size on the spacecraft is
reduced. As mentioned in Section 3, since the on-board memory size for planetary missions has
always been a constrained resource reducing buffer size through sensor data compression
certainly offers a viable approach to getting around this constraint.

Reduce communication data rate requirements

From the data transport perspective, the compressed data also reduces the communication data
rate requirements by providing higher entropy in the data. For planetary missions, the
beneficiaries are primarily the communication line between the instruments and spacecraft, the
space-to-ground link, and ground communication network which carries the data to the ground
system where decompression of the data is performed.

In data archive system environment, data in compressed form have been used for product
distribution to minimize the medium capacity requirement. The application of compression
techniques to generate browse data sets for near real-time distribution to the users has also
helped the data archive system to overcome the constraint imposed by the need to have prior

knowledge about the data formats and information contents about the products.

Increase coverage and/or resolution of the instruments

To the science investigators, data compression offers the flexibility for the instrument to compact
the sensor data by reducing the number of bits required for each sample so that a larger area of

coverage can be achieved by the instruments.

Accommodate the tailoring of data products generated for a specific application (through the use

of lossy compression).

On the other hand, general characteristics (2), (3), and (4) inevitably add certain complexities to the

system:

More stringent communications quality and continuity requirements for transported data

There is a sequential relationship between each of the sample values within a block of
compressed data output. This relationship introduces an error multiplication/propagation factor
which compounds the effects of communications errors. The error introduced by the
communication channel in a sample value may invalidate all the subsequent sample values in the
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sameblock. Consequently,morestringentdataquality requirementsmustbeleviedon theEEIS.
For planetarymissions,typically theend-to-endbit error raterequirementon compresseddatais
1 x 10-6whereasfor uncompresseddata(in particularfor certaincircumstanceswherethedata
by their naturepossessredundancy)it is 1x 10-3.

Addedcomplexity in on-boardbuffermanagementdueto variationsin datacompressionprofiles

As statedin Section3, local communicationbandwidthis also a constraintfor spacecraftin
planetarymission. The conventionaltelemetrydatacollection schemeon the spacecraftfor
planetarymissionscan be characterizedby a deterministicapproachwhere packetsof data
generatedby thevariousinstrumentsandspacecraftsubsystemsarepickedup by the spacecraft
in a time synchronizedmannerbasedon a priori knowledgeabout the outputs from these
instruments and subsystems. This deterministic approach appears to be simple but is
problematicto scienceinstrumentsusingdatacompressionfor maximizingtheir datareturns. It
requirestheoutputdatafrom eachsourceremainconstantduringatelemetrycollection "mode"
basedon the pre-definedparameterssuch as data rates, destinations,and packet lengths
associatedwith all the instrumentsandsubsystemsduringa periodof interest. Compresseddata,
which is non-deterministicand variable in output rates,asynchronousin output timing, and
variable in length, certainly does not land itself very well in this conventional telemetry
collectionenvironment.To compensatefor this problemandmakeinstrumentscompatiblewith
the deterministic scheme,one of the methods is to include in each instrument a buffer
managementcapability which allows it to matchthevariabledata ratesof the output from the
compressorto thefixed datacollectionrate imposedby thespacecraft.However,thereare two
potentialdrawbacksin thisremedy:

(I) When the output data rate during a pick-up cycle is lower than the scheduledand
allocateddata rate, filler datamust be generated,negatingsomeof the advantagesof
usingdatacompressionmentionedabove.

(2) When the output data rate during a pick-up cycle is higher than the scheduledand
allocatedconstantdatarate,portionof thedatain theinstrumentbuffer will notbepicked
upby thespacecraftin time for thecurrentcycle. Thedelayedtransferof burstydata,if
persiststhroughsubsequentpick-upcycles,mayeventuallyresult in buffer overflow and
data loss. To control the data loss,onemay apply a lossycompressionschemeasan
option to forcethe compressionratios to a limit. An alternativeis for the instrumentto
providebufferingcapabilityaccommodatinglong-termaveragingof thedatarates.

Obviously, in the contextof the conventionaltelemetrydatacollection scheme,an important
instrumentdesignissueis thedeterminationof theoptinmmfixed datarateaspartof scheduling
andallocationof on-boardresources.It involvesthetrade-offbetweenacceptabledatalossand
benefitsgainedfor usingcompressionbutreducedbecauseof filler data,anddatarateallocation.
For example,in order to avoid losing data, the fixed-rate schemewould haveto allocate the
maximum possible rate, negating the advantageof reducing communication data rate
requirementsofferedby generalcharacteristics(1).

A conclusiononemaydrawhereis thatevenwith adeterministicschemeit is difficult to expect
a deterministic knowledge in the completenessof data collection. Under the resource
constraints,thedatalosswill occurandthereis noway to predictthearnountof dataloss.

An alternativeto the conventionaltelemetrydatacollection schemewould be the data-driven
approachwhich allows each instrumentto output its data in variable length at variable rate
asynchronously.In this non-deterministicscheme,at least threeservicesmust beprovidedby
thespacecraft:
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(1) Theflight datasystemof thespacecraftwill providetheratebufferingcapability.

(2) Given apool of consumableresourceswith certainmarginsallocatedto eachinstrument,
theflight datasystemmustbecapableof keepingtrackof theutilization of dataratesand
otherrelatedon-boardresources,e.g.memorybuffer,by all the instruments.

(3) The flight data system must be sufficiently robust to detect and respond to the
"overdrawal"of datarateresourceby anyinstrument.

On theinstrumentside,datarateis allocatedto eachinstrumentnot in termsof a fixed, absolute
numberbut in arangewhichmayor maynotvaryasa functionof time. The instrumentmustbe
capableof ensuringthatits outputdatarateneverexceedtheupperboundof therange.

Overheadin uplink sequencedevelopment

During missionoperations,a challengeencounteredin developingthe sequencesfor sciencedata
collection is the determinationof the output data rate from the instrumentsusing data
compression.Assumptionhasto bemadeaboutthe averagecompressionratio. In thecaseof
the data-drivendatacollectionapproach,the stochasticpropertyof resourceutilization by each
instrumentandthemoredynamicallocationof thecollective,pooledresourcesmustbemodeled.
Both averageandworst-casesituationswill haveto beevaluated.The amountof potentialdata
loss as an additional parameterof the model also imposesextra complexity to the ground
operations.To thescienceinvestigators,moreoptionsareavailablefor themto maketrade-off
betweentheobservationcostand sciencebenefitby consideringthe competingfactorssuchas
data rates, data volumes, and data coverage. On the whole, the overhead in sequence
developmentis causedby the added flexibility in flight offered by the more adaptivedata
collectiondesign.

Increasedcomputationrequiredon-boardandin groundsystems

The processof compressinganddecompressingdatademandsadditionalcomputationsin both
theflight andgroundsystems.Compressorperformancemustbecompatiblethereadoutrateof
thesensors.Associatedwith thisareacoupleof keydesignissues:

(1) Location of the compressor - Should the spacecraft provide the compression (especially
noiseless compression) as a service to all the instruments requiring compression on their
data, or should each instrument contain a compressor as an integrated part of the
instrument?

(2) Flexibility of the compressor - Can a flexible, generalized noiseless compressor be
designed such that an off-the-shelf product can be available to reduce the development
cost of the compressor chips?

5. Conclusions

For the future NASA planetary missions, more extensive application of data compression to the
data and information systems seem to be dependent on the resolution of some of the system
issues discussed above. There seems to be the need to carry out the following suggestions :

(1)
(2)

Implementation of a data-driven telemetry collection scheme on the flight data systems.
Extensive use of solid state recorder as rate buffering between the following processes on
board:
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(3)

(4)

On-boarddatacollection
On-boarddatastorage
Downlink

Adopta standardcompressorfor all NASA flight instrumentsrequiringdatacompression
service.
Useof Reed-Solomonencodingon thedownlinkchannelto minimize theeffectof noise
on thequality of compresseddata.
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